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ML-based Control

Machine learning-enabled controllers can accomplish complex and difficult control 
tasks!

Google’s Self-Driving Car (now Waymo) Lockheed-Martin’s Indago 4
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Deductive: we pick PID coefficients construct a 
controller that directly satisfy a set of control 
and mission requirements

Inductive: exact requirements and 
performance are only determined after 
construction

Classical controllers are built deductively from requirements, while ML control 
requirements are inductively determined after construction.

Control Design Examples

Classical PID Control System ML-based Control System
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RL Agents are trained to maximize rewards, but:

- Rewards may not capture desired behaviors
- Agents may exploit reward loopholes

Agents may succeed at the task but fail at the mission.

We need a structured way to express requirements.

Why Formalization Matters for RL Systems

Takeaway

STL Specifications in RL Our ApproachClassic Controllers vs Black-Box Controllers Ongoing Work

“That’s not what I meant!”

⁉



Human Readable Requirements

“When the agent is engaged in a turn, the 
maximum speed should be kept low.”

Signal Temporal Logic Specifications
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What is Signal Temporal Logic (STL)?

❔
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STL & RL Related Works

STL Specifications → local robustness → hyper-local rewards → better RL training

Balakrishnan and Deshmukh (2019)

STL Specifications → transform to Q-learning reward → maximize robustness 

Aksaray et al (2016)



🤝 Collaborative tuning: Frequent check-ins with operators to refine acceptance 

tolerance

⚠ Avoid Overfitting: No brittle, hyper-local reward functions

🚷 No Demos? No problem: Learn without expert trajectories or imitation learning

🔒 Black-box controller compatible: Can’t always implement formal robustness 

guarantees during training

What is unique about our approach?
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Agent

Controller

Environment

Our Approach to Specification-Driven Iterative Design
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Telex: S. Jha et al. (2019)
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Telex: S. Jha et al. (2019)
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Telex: S. Jha et al. (2019)



Our Approach to Specification-Driven Iterative Design
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8 agents training simultaneously for 
1,000,000 steps (roughly 3.5 hours)

Training in Simulation

PPO Rewards should plateau 
when agent decision-making 
reaches stability
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Challenges With Our RL Training

Reward Term Behavior encouraged

Checkpoint Reward Forward progress around 
the track

Speed Reward Fast driving

Road Reward Staying on the track

Time Reward Quick mission completion

Evaluated trace of (bad) agent after training. 
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Mario goes off-road despite 
an off-road penalty!



Agent Performance Evaluation

Trained on the same mission and environment as 
evaluated 

Control is stable and continuously advancing 
towards the goal.
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Evaluated trace of (good) agent after training.

Mario finishes successfully 
on the road!



From raw position traces (x, y, t), 
we compute 
velocity, 
acceleration,
and heading.

These derived state quantities 
are essential for controller logic 
& evaluating Signal Temporal Logic 
(STL) properties. 

Pre-Processing The Data

STL Specifications in RL Our ApproachClassic Controllers vs Black-Box Controllers Ongoing Work

Mario starts turning here.



Mining Requirement-based Properties in TeLEx

“When the agent is engaged in a turn, the maximum speed should be kept low.”
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G[0,72] ( ((phidot > 0.5)|(phidot < -0.5)) → speed < a? 0;80)
  Synthesized STL Formula: G[0.0,72.0](((phidot > 0.5) | (phidot < -0.5)) → ( speed < 
44.16)
  Theta Optimal Value: 0.027
  Optimization Time: 0.046

  Test result of synthesized STL on each trace: [True]
  Robustness Metric Value: [0.004]

Φ1: what is the maximum 
speed when engaged in a turn? 
→ 44.16 m/s

TeLEx also provides robustness!

This tells us how well our specifications were satisfied.



Φ3: how long is the vehicle engaged in the turn?
→ 23 sec

Φ2: when does the vehicle reach necessary speed?
→ at t = 32 sec

Mining Requirement-based Properties in TeLEx Part 2
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F[0, a? 1;70](speed > 20)
 Synthesized STL formula: F[0.0,32.005](speed > 20.0)
 Theta Optimal Value: 0.2501
 Optimization time: 0.0022

G[a? 0;50, b? 50;72](phidot < -0.5)
 Synthesized STL formula: G[42.001, 64.999](phidot < -0.5)
 Theta Optimal Value: 0.3533
 Optimization time: 0.0200



pSTL Mined Temporal Properties
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Φ1: what is the maximum 
speed when engaged in a 
turn? 

Red line is the maximum 
speed when in a turn 



pSTL Mined Temporal Properties
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Φ2: when does the vehicle 
reach necessary speed? 

Black line identifies when 
the speed reaches 20 m/s 

Φ1: what is the maximum 
speed when engaged in a 
turn? 

Red line is the maximum 
speed when in a turn 



pSTL Mined Temporal Properties
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Φ2: when does the vehicle 
reach necessary speed? 

Black line identifies when 
the speed reaches 20 m/s 

Φ1: what is the maximum 
speed when engaged in a 
turn? 

Red line is the maximum 
speed when in a turn 

Φ3: how long is the vehicle engaged in the turn? 

Purple lines are the correctly identified turn



We showed you can train an ML-enabled controller and evaluate 
it’s requirements with STL. What’s next?

Future Work: Closing The Loop
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How to retune the reward structure?

What ML system properties must be true in 
the framework?

How to reconcile competing requirements?



We integrate formal specifications into our iterative 
black-box design process.

We executed 1 loop of our iterative black-box design process.

We will next begin our re-design process. 

Key Takeaways
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